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Abstract—Off-the-shelf test cases provide developers with test-
ing knowledge for their reference or reuse, which can help
them reduce the effort of creating new test cases. Test case
recommendation, a major way of achieving test case reuse, has
been receiving the attention of researchers. The basic idea behind
test case recommendation is that two similar test targets (methods
under test) can reuse each other’s test cases. However, existing
test case recommendation techniques either cannot be used in
the cross-project scenario, or have low performance in terms of
effectiveness and efficiency. In this paper, we propose a novel test
case recommendation technique based on multi-level signature
matching. The proposed multi-level signature matching consists
of three matching strategies with different strict levels, including
level-0 exact matching, level-1 fuzzy matching, and level-2 fuzzy
matching. For the query test target given by the developer, level-
0 exact matching helps to retrieve exact recommendations (test
cases), while level-1 and level-2 fuzzy matching contribute to
discovering richer relevant recommendations. We further develop
a prototype called MUTCR for test case recommendation. We
conduct comprehensive experiments to evaluate the effectiveness
and efficiency of MUTCR. The experimental results demonstrate
that compared with the state-of-the-art, MUTCR can recommend
accurate test cases for more test targets. MUTCR is faster than
the best baseline by three times based on the time cost. The user
study is also performed to prove that the test cases recommended
by MUTCR are useful in practice.

Index Terms—unit test case, test case recommendation, test
reuse

I. INTRODUCTION

Software reuse has some strong economic value, such as

increasing programmer productivity and software quality [1],

[2]. Modern code search engines support indexing vast va-

rieties of reusable software code artifacts, including a large

number of unit test cases along with production code [3]. Unit

test cases writing and execution are done by the developer

to make sure that individual units of the production code

are working as expected. They can expose bugs early in the

software development life cycle [4], [5]. Thus, unit test cases

have been widely recognized as important and valuable assets

and built into and shipped with the production code [6], [7].

However, the unit test coverage is not high in most open-

source projects. After investigating the existing studies [8]–

[12], we found that the main reason is that in pursuit of

agile development, most of the developers’ efforts are focused

on production code development and with a dismissive and

negative view on test cases [12], [13]. Besides, writing unit

test cases not only is a time-consuming task but also requires

developers to have a lot of testing knowledge. Therefore, some

researchers [9], [14]–[16] envision that, if these valuable test

cases could be excavated and recommended to developers

for their reference and reuse when writing test cases, it will

effectively improve their productivity.

A fundamental problem in test case recommendation is to

locate potential test cases in the search corpus for a given

test target. The basic idea that two similar test targets (i.e.,

methods under test) can reuse each other’s test cases, has been

widely adopted by test case recommendation techniques [9],

[12], [14], [16], [17]. Formally, given a test case tci whose test

target is the method mi, assuming that we plan to test a new

test target mj , if mi and mj are very similar measured by a

similarity function sim(·), the tci would be recommended to

mj . For example, as shown in Fig. 1, two test targets m1 and

m2 are identical in functionality, and thus we can recommend

the test case tc1 that belongs to m1 to the new test target m2.

Obviously, only by accurately measuring test target similarity

can we make ensure the recommended test cases are accurate.

Fig. 1: An example of test case recommendation

Existing test case recommendation techniques can be

roughly divided into two categories: in-project test case rec-

ommendation [12], [17] and cross-project test case recommen-

dation [9], [14], [16]. The in-project techniques recommend

test cases of the project currently under test to developers,
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while the cross-project techniques can recommend test cases

from other projects to developers. All of them provide us

with some valuable insights and inspiration, but they also

have some deficiencies. We pay more attention to the cross-
project techniques because the in-project techniques can not

work when the project currently under test does not have test

cases. The technique in the work [14] designs sim(·) based on

method signature information. The method signature informa-

tion is represented as a three-tuple 〈PN,CN, S〉 where PN
(Package Name) and CN (Class Name) are the names of the

package and class where the method appears; S (Signature)

is the method signature that consists of the method name

(MN ) and parameter type list (PT ). The sim(·) designed

based on method signature information determines whether

two test targets are similar by comparing the matching degree

of the signature information. Its main advantage is fast, but its

disadvantage is low query coverage 1. For example, assuming

that the method name of m2 (in Fig. 1) is changed to ‘sor-

tArrayWithBubbleAlgorithm’, TestTenderer [14] would not

recommend the test case tc1 to m2 because m1 and m2 do not

match on method names. Mostafa et al. [9] proposed another

technique for cross-project test case recommendation. They

designed sim(·) based on code similarity, which determines

whether two test targets are similar by measuring the code

similarity between them. Its main advantage is high accuracy,

but its disadvantages are low query coverage and high time

cost. The code is longer and more complex than the signature

information. For example, the work [9] employs a mature

clone detector NiCad [18] to measure the code similarity

between two test targets. NiCad first transforms the code into

a blind mode, and then uses the longest common subsequence

matching algorithm to measure the code similarity in blind

mode. Both steps are time-consuming. Relatest proposed by

Robert et al. [16] is also based on code similarity. Relatest

uses the Jaccard index over 3-grams implemented in the Java

String Similarity library [19] to measure the code similarity.

More details are shown in Section III-C.

In this paper, we propose a multi-level signature matching

strategy for test case recommendation. The matching strategy

consists of six matching rules that are divided into three

groups: level-0 exact matching and two different levels (Level-

1 and Level-2) of fuzzy matching. Level-0 exact matching

requires that the class name and method name of the corpus

test target must be the same as the query test target, while

level-2 fuzzy matching only requires the same class name

or method name. Based on the proposed signature matching

strategy, we further develop a prototype for test case recom-

mendation named MUTCR. MUTCR retrieves matching test

targets in the search corpus from strict to loose as instructed

by the proposed signature matching strategy. Compared with

the matching strategy proposed by TestTenderer [14], our

signature matching strategy is sophisticated and productive.

1Given a method under test (we also refer to it as a query test target), if the
test case recommendation technique can recommend at least one test case for
it, we claim that the technique can cover the query test target. More details
are shown in Section III-B

We conduct comprehensive experiments to evaluate the

effectiveness and efficiency of MUTCR. Compared with the

state-of-the-art, MUTCR can rapidly recommend accurate test

cases for more test targets. In addition, we perform a user study

to evaluate the usefulness of the test cases recommended by

MUTCR. The statistical results of the user study prove that

MUTCR can recommend useful test cases for more test targets

than the state-of-the-art baselines.

In summary, we make the following contributions:

• We propose a novel and lightweight sim(·) that measures

the test target similarity accurately and rapidly through

multi-level signature matching.

• We develop a prototype for test case recommendation

named MUTCR and evaluate it comprehensively. The

evaluation results show that MUTCR can recommend

more accurate test cases than three baselines. The user

study also proves that the test cases recommended by

MUTCR are useful in practice.

II. DESIGN

Fig. 2 illustrates the overview of MUTCR. Given a query

test target, MUTCR decomposes the test case recommendation

process into three phases: signature information extraction,

similar test target search, and test case loading. Algorithm 1

details the collaboration of the three phases. The input to

MUTCR consists of a query test target (q), the expected

number of recommendations (k), and the set of test targets

(C). The output is a list of recommended test cases. MUTCR

initializes the necessary variables in lines 1-4. Cq , CCMN ,

CCN , and CCN are lists. Cq is used to store the test targets

that are similar to q retrieved by MUTCR. CCMN is used

to store test targets with the same class name (CN ) and

method name (MN ) as q. CCN and CMN are used to store

test targets with the same class name and method name as

q, respectively. Given a query test target, MUTCR extracts

signature information from it and its code context, including

class name, method name, and parameter types (PT ) (lines

7-9, corresponding to the step 1© in Fig. 2). The code context

represents the class in which the query test target appears.

Details are discussed in Section II-A. In the second phase,

MUTCR introduces a multi-level signature matching strategy

to retrieve the top k similar corpus test targets in C (lines

11-26). The multi-level signature matching strategy includes

level-0 exact matching (corresponding to the step 2© in Fig. 2

and detailed in Section II-B), level-1 fuzzy matching (step

3© and detailed in Section II-C), and level-2 fuzzy matching

(step 4© and detailed in Section II-D). It should be noted

that the multi-level matching strategy is conditionally executed

sequentially rather than in parallel (lines 15 and 22). After

retrieving similar test targets, MUTCR further loads their test

cases and recommends them to the developers (lines 29-30).

A. Signature Information Extraction

In this phase, MUTCR aims to extract signature-related

information from the given query test target. The signature-

related information includes class name, method name, and
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Fig. 2: Framework of MUTCR

Algorithm 1 Multi-Level Signature Matching

INPUT: q query test target
k expected number of recommendations
C corpus test target set

OUTPUT: T recommended test cases

1: Cq ← ∅ � list of corpus test targets similar to q
2: CCMN ← ∅ � test targets with same CN and MN
3: CCN ← ∅ � test targets with same CN
4: CMN ← ∅ � test targets with same MN
5:
6: � Signature Information Extraction
7: CNq ← extract class name of q from its context
8: MNq ← extract method name of q
9: PT q ← extract parameter types of q

10:
11: � Level-0 Exact Matching
12: Cq , CCMN , CCN , CMN ←

L0EXACTMATCHING(CNq ,MNq , PT q , k.C)
13:
14: � Level-1 Fuzzy Matching
15: if |Cq | < k then
16: n← k − |Cq |
17: Cq1 ← L1FUZZYMATCHING(CCMN , CCN , CMN , PT q , n)
18: Cq ← append Cq1 to Cq

19: end if
20:
21: � Level-2 Fuzzy Matching
22: if |Cq | < k then
23: n← k − |Cq |
24: Cq2 ← L2FUZZYMATCHING(CCN , CMN , n)
25: Cq ← append Cq2 to Cq

26: end if
27:
28: � Test Case Loading
29: T ← load test cases according to Cq

30: return T

parameter type. Like [14], by default, the code context for the

query test target is provided along with the query test target

by the developer. MUTCR extracts the class name from the

code context.

B. Level-0 Exact Matching

In the step of level-0 exact matching, MUTCR (1) searches

for the corpus test targets that exactly match the query test

target; (2) collects other corpus test targets that are related to

the query test target. Algorithm 2 shows the implementation

details of the level-0 exact matching step. The input of

Algorithm 2 includes the class name (CNq), method name

Algorithm 2 Level-0 Exact Matching

INPUT: CNq class name of q
MNq method name of q
PT q parameter types of q
k expected number of recommendations
C corpus test target set

OUTPUT: Cq list of corpus test targets similar to q
CCMN test targets with the same CN and MN
CCN test targets with the same CN
CMN test targets with the same MN

1: function L0EXACTMATCHING(CNq ,MNq , PT q , k, C)
2: Cq ← ∅ � list of corpus test targets similar to q
3: CCMN ← ∅ � test targets with same CN and MN
4: CCN ← ∅ � test targets with same CN
5: CMN ← ∅ � test targets with same MN
6: count← 0
7: for each corpus test target c ∈ C do
8: CNc ← extract class name of c
9: MNc ← extract method name of c

10: PT c ← extract parameter types of c
11: if CNc == CNq then
12: if MNc == MNq then
13: if PT c == PT q then
14: � Rule 1: CN +MN + PT
15: Cq ← append c to Cq

16: count← count+ 1
17: if count == k then
18: break
19: end if
20: else
21: CCMN ← append c to CCMN

22: end if
23: else
24: CCN ← append c to CCN

25: end if
26: else
27: CMN ← append c to CMN

28: end if
29: end for
30: return Cq , CCMN , CCN , CMN

31: end function

(MNq), and parameter types (PT q) of the query test target q,

the expected number of recommendations k, and corpus test

target set C. The output of Algorithm 2 includes four lists, i.e.,

Cq , CCMN , CCN , and CMN . The meanings of these four

lists are the same as in Algorithm 1. MUTCR compares the

query test target with the corpus test target one by one (lines 7-

29). Specifically, for each corpus test target c ∈ C, MUTCR

first extracts its class name CN c, method name MN c, and
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parameter types PT c. If c and q have the same class name,

method name, and parameter types, we say that c and q match

exactly (lines 11-13). In this case, MUTCR appends c to Cq .

When the number of retrieved corpus test targets reaches the

expected number of recommendations k, MUTCR will stop

searching, thereby improving the search efficiency of similar

test targets (lines 17-19). If c and q have the same class name

and method name, MUTCR will append c to CCMN (line 21).

If c and q only have the same class name, MUTCR will append

c to CCN (line 24). If c and q only have the same method

name, MUTCR will append c to CMN (line 27). CCMN ,

CCN , and CMN will be used by MUTCR to further pick out

recommendations in steps 3© and 4©.

C. Level-1 Fuzzy Matching

Algorithm 3 Level-1 Fuzzy Matching

INPUT: CCMN test targets with same class and method names

CCN test targets with same class names

CMN test targets with same method names
PT q parameter types of the query q
k expected number of recommendations

OUTPUT: Cq list of corpus test targets similar to q

1: function L1FUZZYMATCHING(CCMN , CCN , CMN , PT q, k)
2: count ← 0
3: � Rule 2: CN + MN + ∗
4: for each corpus test target c ∈ CCMN do
5: Cq ← append c to Cq

6: count ← count + 1
7: if count == k then
8: return Cq

9: end if
10: end for
11:
12: � Rule 3: CN + ∗ + PT
13: for each corpus test target c ∈ CCN do
14: PT c ← extract parameter types of c
15: if PT c == PT q then
16: Cq ← append c to Cq

17: count ← count + 1
18: CCN ← remove c from CCN

19: end if
20: if count == k then
21: return Cq

22: end if
23: end for
24:
25: � Rule 4: ∗ + MN + PT
26: for each corpus test target c ∈ CMN do
27: PT c ← extract parameter types of c
28: if PT c == PT q then
29: Cq ← append c to Cq

30: count ← count + 1
31: CMN ← remove c from CMN

32: end if
33: if count == k then
34: break
35: end if
36: end for
37: return Cq

38: end function

Algorithm 3 shows the implementation details of the level-1

fuzzy matching in MUTCR. The input of Algorithm 3 consists

of CCMN , CCN , CMN , PT q , and the expected number of

recommendations k. The output is a list of corpus test targets

retrieved by the level-1 fuzzy matching (Cq). In the level-

1 fuzzy matching, MUTCR introduces three matching rules,

including Rule 2 (CN+MN+∗), Rule 3 (CN+∗+PT ), and

Rule 4 (∗+MN+PT ). ‘*’ represents a wildcard. Specifically,

Rule 2 requires that the corpus test target and the query test

target have the same class and method names (lines 4-10).

Rule 3 requires that the corpus test target and the query test

target have the same class name and parameter types (lines 13-

23). Rule 4 requires that the corpus test target and the query

test target have the same method name and parameter types

(lines 26-36). It should also be noted that these three matching

rules are also conditionally executed sequentially rather than

in parallel (lines 7-9, 20-22, 33-35). Since step 4© will still

continue to search for similar test targets with more relaxed

conditions, the items that have been selected in step 3© should

be removed to prevent repeated selection. MUTCR removes

the items that have been selected from CCN and CMN (lines

18 and 31). When the number of retrieved corpus test targets

reaches the expected number of recommendations k or all

three matching rules have been tried, MUTCR will return the

list of similar corpus test targets Cq (lines 8, 21, 37).

D. Level-2 Fuzzy Matching

Algorithm 4 Level-2 Fuzzy Matching

INPUT: CCN test targets with same class name

CMN test targets with same method name
k expected number of recommendations

OUTPUT: Cq list of corpus test targets similar to q

1: function L2FUZZYMATCHING(CCN , CMN , k)
2: count ← 0
3: � Rule 5: CN + ∗ + ∗
4: for each corpus test target c ∈ CCN do
5: Cq ← append c to Cq

6: count ← count + 1
7: if count == k then
8: return Cq

9: end if
10: end for
11:
12: � Rule 6: ∗ + MN + ∗
13: for each corpus test target c ∈ CMN do
14: Cq ← append c to Cq

15: count ← count + 1
16: if count == k then
17: break
18: end if
19: end for
20: return Cq

21: end function

Compared with the level-1 fuzzy matching, the level-2 fuzzy

matching is more permissive. The level-2 fuzzy matching only

requires that the corpus test target and the query test target

have the same class name or method name. Algorithm 4 shows

the implementation details of the level-2 fuzzy matching in

MUTCR. The input of Algorithm 4 is composed of CCN ,

CMN , and the expected number of recommendations k. The

output is a list of similar corpus test targets retrieved by the

level-2 fuzzy matching (Cq). In the level-2 fuzzy matching,

MUTCR introduces two matching rules, including Rule 5

(CN + ∗+ ∗) and Rule 6 (∗+MN + ∗). ‘*’ also represents a

wildcard. Matching Rule 5 and Rule 6 are also conditionally

executed sequentially. When the number of retrieved corpus

test targets reaches the expected number of recommendations
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k or two matching rules have been executed, MUTCR will

return the list of similar corpus test targets Cq (lines 8, 20).

E. Test Case Loading

In this phase, MUTCR loads test cases in the search corpus

according to the similar test targets returned in the second

phase. In practice, to build the test case search corpus, we

develop an automated tool named TConstructer. To ensure the

quality of the search corpus, TConstructer consists of four

core sequential components used to complete four sequential

tasks, i.e., test method extraction, test dependency analysis,

test target recognition, and test assert normalization. The test

method extraction component is used to extract test meth-

ods from complex test code. The test dependency analysis

component is used to extract test methods’ contexts from the

test code and production code. The test target recognition

component is responsible for recognizing test targets tested

by test methods. The test assert normalization component is

responsible for normalizing test targets within test methods.

For more details on TConstructer please read our previous

work [20]. In our search corpus, test targets and test cases

exist in pairs. Therefore, it is very direct and simple to load

the corresponding test cases from the search corpus through

the index of the similar test targets.

III. EVALUATION

Our experimental study is designed to answer the following

research questions.

RQ1: How effective is MUTCR compared with state-of-

the-art test case recommendation techniques?

RQ2: How efficient is MUTCR compared with state-of-the-

art test case recommendation techniques?

RQ3: How useful is MUTCR compared with the state-of-

the-art TCR techniques in practice?

The research questions RQ1 and RQ2 investigate whether

MUTCR recommends test cases accurately and efficiently.

RQ3 investigates the usefulness of recommended test cases.

A. Experiment Design

Considering the possible subjective bias in manual evalua-

tion, in this paper, we try to automate the evaluation of test

case recommendation techniques. We propose an automated

evaluation framework for test case recommendation based on

intuition, that is the test cases corresponding to two similar

test targets should be similar. Fig. 3 shows the automated

evaluation framework.

Specifically, with the guide of the work [21], we simply

view the test case recommendation as a test case search

process. In this case, the query test targets are regarded as

the queries used in the search process. Then, different test

case recommendation (TCR) techniques extract different in-

formation (e.g., method signature and code text) from queries

as search conditions, and search results are the recommended

test cases. The evaluation framework employs a similarity

metric [22] between search results (i.e., the recommended test

cases) and the ground-truth test cases to assess whether a
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Fig. 3: Automated evaluation framework.

query was correctly answered. In other words, we compute the

similarity value for each result with respect to the appropriate

ground-truth test case. The higher the similarity value, the

closer the recommended test case is to the ground-truth test

case, which also indirectly indicates the more accurate the

recommended test case of the corresponding TCR technique.

According to the experimental design, the evaluation needs

two datasets, i.e., the test case search corpus and the bench-

mark query dataset.

1) Search Corpus: There is no ready-made test case corpus

that could be used to evaluate test case recommendations.

Existing studies [10], [23] investigated the usage of the unit

testing in open-source projects and found that although the

unit testing coverage in most projects has not reached 100%,

there are a large number of test cases in them. These test

cases are invaluable assets and play a key role in determining

the success of a software system, which makes it possible

to implement test case recommendations. To build a test

case corpus supporting recommendations, we choose the Java

projects that have at least 20 stars from January 2017 to

December 2018 in GitHub. After filtering the projects without

test cases, we collect 3,929 useful projects from 13,029. In

total, we extract more than 136,000 test cases that constitute

a search corpus.

2) Benchmark Query: We are the first to adopt an auto-

mated evaluation framework to evaluate test case recommen-

dation techniques, and there is no readily available benchmark

query dataset. The evaluation framework requires that every

query must have a ground-truth result. In other words, each

query test target has at least one ground-truth test case. To

build the benchmark query dataset, we crawled 730 Java

projects from GitHub that are created in January 2019. In the

same way as the search corpus, we extract 12,473 test cases

that covered 9,139 test targets. We further randomly select

1,000 from these test targets used as benchmark queries.

In order to detect whether the benchmark query dataset is

representative, we compared the difference in the distribution

of the number of code lines of test targets in the benchmark

query dataset and search corpus. Specifically, we counted the

number of code lines of all corpus test targets in the search

corpus, and then divided them into 5 intervals. For example,

[1,5) means that the number of code lines of the test target

is greater than or equal to 1 and less than 5. We further
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performed the same statistics and division on the number of

code lines of the query test target in the benchmark query

dataset. Fig. 4 shows the comparison of distributions of code

lines of two datasets, where the blue curve connected by

triangles represents the distribution of code lines of corpus test

targets, and the orange curve connected by circles represents

the query test targets in the benchmark queries. From the

figure, we can observe that although these 1,000 queries were

randomly selected, the distribution of the number of code lines

of the two datasets is almost identical. This also indicates that

the benchmark query dataset is representative.
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Fig. 4: The distribution of the code lines of two datasets.

B. Evaluation Metrics

Learning from the evaluation experience in the information

retrieval and code search literature [24]–[28], we propose the

following two evaluation metrics to measure the effectiveness

of test case recommendation.

Query Coverage (QC). Given a query (test target), if the

test case recommendation technique retrieves at least one test

case for it, we deem that the query is covered. The query

coverage (QC, for short) measures the percentage of queries in

Q that are covered by the test case recommendation technique.

It is computed as:

QC =
1

|Q|
|Q|∑

q=1

�(n > 0) (1)

where Q is a set of queries (i.e., test targets); n is the number

of query results (i.e., test cases) corresponding to the query

q, and �(·) is a function which returns 1 if the input is true

and 0 otherwise. QC is important because a better test case

recommendation technique should allow developers to search

for test cases for more test targets. The higher the metric value,

the better the test case recommendation performance.

Coverage Accuracy of the Top k Hits (CA@k). The

closer the query result is to the ground-truth result, the more

accurate the query result is. Specifically, we use the similarity

metric between the recommended test case and the ground-

truth test case to indicate accuracy. The larger the similarity,

the more accurate the recommended test case. For each query,

we measure the average accuracy (Accuracy@k, for short)

of the top k query results when k is 1, 5, and 10. These

values reflect the typical sizes of results that users would

inspect. Accuracy@1 is important as users scan the search

results from top to bottom [24]. A larger Accuracy@1 implies

a lower inspection effort for finding the expected result.

Accuracy@5 and Accuracy@10 are also important because

developers often inspect multiple results of different usages to

learn from [26]. Accuracy@k is calculated as follows:

Accuracy@k =
1

k

n∑

rank=1

ratio(tcrank, tcground truth) (2)

where k and n are the expected and actual number of query

results respectively. ratio(·) is a function provided by the

tool MAF 2 developed in our previous work [22] used to

calculate the similarity between two test cases, where tcrank

and tcground truth represent the recommended and ground-

truth test cases, respectively.

In addition, we find that a test target may be tested by multi-

ple test cases. Therefore, when the retrieved similar corpus test

target has multiple recommended test cases, we compute the

similarity between each recommended test case (i.e., tcrank)

and the ground-truth test case (i.e., tcground truth), and then

select the maximum value as the accuracy score.

The coverage accuracy of the top k hits (CA@k) measures

the average accuracy of the results of the queries that have

been covered by the test case recommendation technique.

CA@k is calculated as follows:

CA@k =
1

|Q′|
|Q′|∑

q=1

Accuracy@k (3)

where Q′ ⊆ Q is a set of covered queries. Accuracy@k is

used to measure the accuracy of a technique against a single

query, and in reality, there may inevitably be coincidences

- a technique happens to perform well on a given query

but in fact, it performs poorly on other queries. CA@k is

a measurement of the accuracy of a set of queries, which

can effectively avoid the coincidence problem, so it can more

accurately reflect the effectiveness of a technique. A better

test case recommendation technique should allow developers

to search for test cases for any query test target as much as

possible. The higher the metric values, the better the test case

recommendation performance.

C. Comparison Techniques (Baselines)

In this paper, we compare MUTCR with the following three

baselines.

TestTenderer. TestTenderer proposed by Werner et al. [14]

combines the method signature matching with a relaxation

strategy. The relaxation strategy is applied in the recursive

call in the matching algorithm, and consists of four levels: 1)

Search for the exact match of the query; 2) Add wildcards to

the method names; 3) Remove the methods and search only

for the class name; 4) Add wildcards to the class name. We

did not find the test case search engine claimed to be public

2https://github.com/wssun/MAF
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in their paper, so we implemented the search algorithm they

proposed according to their paper description [14].

NiCadBased. The test case recommendation technique is

based on clone detection, that is, if the two test targets are

a clone pair, they can reuse each other’s test cases. This

approach has been adopted in the work [9] where a mature

clone detector NiCad was used. This work also did not provide

a tool that can be directly used for comparison. We thus also

implemented its search algorithm according to the description

of the paper [9]. For ease of description, we refer to their

technique as NiCadBased for short. In the experiment, NiCad

is configured with function-level granularity, blind setting, and

0.1 dissimilarity threshold.

Relatest. Relatest [16] follows the work by Ragkhitwetsagul

et al. [29], [30] and designs sim(·) based on the Jaccard

index [31]. Specifically, Relatest uses the Jaccard index over

3-grams implemented in the Java String Similarity library [19].

The pair-wise Jaccard index method retrieves a similar corpus

test target in the search corpus and adds it to the candidate

set if the similarity to the query test target is greater than or

equal to a certain threshold τ . The Jaccard index is also a

textual similarity measure. Therefore, like the threshold used

by FuzzyWuzzy [32], τ is uniformly set to 0.6. The candidate

set is then ranked by these similarity scores.

IV. RESULT ANALYSIS

In this section, we present experimental results and the

answer to each of the research questions posed.

RQ1: How effective is MUTCR compared with state-of-
the-art test case recommendation techniques?
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Fig. 5: The Venn diagram of queries covered by MUTCR and three
baselines

We analyze the effectiveness of MUTCR from two auto-

mated evaluation metrics, i.e., query coverage and coverage

accuracy. Fig. 5 shows the Venn diagram of queries covered

by MUTCR and three baselines. Observe that MUTCR covers

the most queries in Q (736 = 2+13+28+359+167+14+153,

QC ≈ 0.74 ), followed by TestTenderer (567 = 13 + 28 +
359+ 167, QC ≈ 0.57), Relatest (224 = 28+ 167+ 14+ 15,

QC ≈ 0.22), and NiCadBased (48 = 3+ 4+ 13 + 28, QC ≈
0.05). Moreover, MUTCR covers most of the queries covered

by NiCadBased (43/48=90%), Relatest (209/224=93%), and

TestTenderer (567/567=100%).

In terms of coverage accuracy (i.e., CA@k), as shown in Ta-

ble I, overall, MUTCR outperforms NiCadBased, Relatest, and

TestTenderer when k is 1, 5 and 10. It should be noted that the

values in Table I are the average scores of all covered queries.

TABLE I: The comparison between MUTCR and baselines on the
intersection of covered queries in CA@k and search efficiency.

Techniques CA@1 CA@5 CA@10 time cost (ms)
NiCadBased 0.87 0.23 0.14 5,841
MUTCR 0.89 0.60 0.46 7
Relatest 0.78 0.31 0.20 5,343
MUTCR 0.78 0.56 0.46 9
TestTenderer 0.73 0.52 0.40 21
MUTCR 0.74 0.53 0.43 7

The average scores cannot reflect whether the improvement

is significant. Fig. 6 shows the comparison results between

MUTCR and three baselines in terms of Accuracy(q)@k
scores in detail. To test statistical significance, we apply the

Wilcoxon matched-pairs signed-rank test to the comparison of

Accuracy(q)@k scores between MUTCR and three baselines.

The Wilcoxon matched-pairs signed-rank test is a nonparamet-

ric method to compare ‘before-after’, or matched subjects [33].

In our case, ‘before’ refers to three baselines, whereas ‘after’

refers to MUTCR. The test results are presented in Fig. 6

in the form of ‘*’. For example, in Fig. 6(b), the ‘****’ on

the above NiCadBased and MUTCR indicates that there is a

significant difference between NiCadBased and MUTCR in

terms of CA@5 (i.e., p-value < 0.05).
From Fig. 6, we can observe that, compared with NiCad-

Based, Relatest and TestTenderer, when k is 1, MUTCR does

not have significant improvement, but it is significantly better

than them when k is 5 and 10. In Relatest, the maximum

recommendation list size is set to five (i.e., k = 5) as it has

been shown that the average person is only able to reason about

five to nine different items at a given time [34]. Therefore,

we can conclude that MUTCR is significantly better than

baselines under the common k setting (k = 5).

TABLE II: The comparison between MUTCR and baselines on all
1,000 queries in terms of CA@k and search efficiency

Techniques QC CA@1 CA@5 CA@10 time cost

NiCadBased 0.05 0.05 0.02 0.01 5,343

Relatest 0.22 0.17 0.07 0.04 6,499

TestTenderer 0.57 0.42 0.29 0.23 23

MUTCR 0.74 0.48 0.35 0.29 9

In the above, we primarily compare MUTCR and baselines

on the intersection of queries covered by them. We further

compare them on all 1,000 benchmark queries, that is under

the setting |Q′| ≡ 1000. Table II shows the results of MUTCR

and three baselines on all 1,000 queries. From this table,

we can observe that, MUTCR performs the best in QC and

CA@k and outperforms all three baselines. MUTCR improves

the best baseline TestTenderer by 30% in QC, 14% in CA@1,

21% in CA@5, and 26% in CA@10.

Answer to RQ1.
Based on the above analysis, we can make a conclusion
that, in terms of search effectiveness, MUTCR is signifi-
cantly better than the state-of-the-art techniques in terms of
QC and CA@k. In other words, MUTCR can effectively
recommend test cases to more test targets.
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Fig. 6: The distribution of the Accuracy(q)@k scores attained by MUTCR and three baselines. In the figure, ‘+’ denotes the mean, which is
the value filled in Table I. ‘*’ (0.01 < p < 0.05), ‘**’ (0.001 < p < 0.01), ‘***’ (0.0001 < p < 0.001), and ‘****’ (p < 0.0001) represent
the differences between the two groups are Significant, Very significant, Extremely significant, and Extremely significant, respectively. ‘ns’
(p ≥ 0.05) means Not significant.

RQ2: How efficient is MUTCR compared with state-of-
the-art test case recommendation techniques?

We further present the comparison results between MUTCR

and three baselines in terms of search efficiency. For a given

query, in addition to the search process, it also includes

other follow-up processes such as loading test dependencies,

transmitting search results to the client, and so on. To eliminate

the other bias, we only compare the time it takes for different

techniques to search the top k results for a given query. The

last column ‘time cost (ms)’ in Table I and Table II shows the

average time it takes for different test case recommendation

techniques to search the top 10 results for any query in

Q. From the two tables, we can observe that among three

baselines, TestTenderer takes about 20-23 milliseconds (ms) to

search the top 10 results for any query in Q, while NiCadBased

and Relatest take 5–6 seconds. MUTCR takes the shortest time

(about 7–9 ms). Compared to the best baseline TestTenderer,

MUTCR improves test case search efficiency by 3 times.

Answer to RQ2.
In terms of search efficiency, MUTCR is superior to NiCad-
Based, Relatest, and TestTenderer. MUTCR can search 10
results for a given query in a time scale of milliseconds
on average. Thus, MUTCR can efficiently recommend test
cases to test targets.

RQ3: How useful is MUTCR compared with the state-of-
the-art TCR techniques in practice?

In this section, we further investigate how useful is MUTCR

compared with the state-of-the-art test case recommendation

techniques in practice through a user study.

To conduct a user study, we recruit 10 graduate students to

check the usefulness of test cases recommended by MUTCR,

NiCadBased, Relatest, and TestTenderer. The 10 participants

consist of 8 masters (including 6 first-year and 2 second-year

masters) and 2 second-year PhD candidates. Their program-

ming experience ranged from 3 years up to 6 years. Their

TABLE III: The score interpretation

Score Interpretation

1 The test case is useless.

2 The test case can provide test ideas.

3 The test case can provide test ideas and a small amount of
reusable source code.

4 The test case can provide test ideas and a large amount of
reusable source code.

5 The test case can be used without modification.

testing experience ranged from 2 years to up to 4 years. We

randomly select 50 queries from the 1,000 benchmark queries

used in the automatic evaluation. We ask them to indepen-

dently score the usefulness of test cases recommended by four

techniques for these queries based on their development and

testing experience. We mingle the ground-truth test cases with

the test cases recommended by the four test case recommen-

dation techniques (i.e., NiCadBased, TestTenderer, Relatest,

and MUTCR), so that we can check whether the participants

blindly trust these recommended test cases. Therefore, we can

get 10 objective scores for each recommended test case. All

scores are integers, ranging from 0 to 5, according to previous

studies [35], [36]. Table III shows the score interpretation of

the user study, where a score of 1 indicates the test case is

useless, and a score of 5 indicates the test case is good enough

and can directly be used to test the query test target without

modification. Like the automatic evaluation, each technique

recommends the top 10 test cases for each query.

The statistical results of the user study are shown in Ta-

ble IV. All values in the table are average scores calculated

on 50 queries. The first column (i.e., Scoreall) shows the

average scores of all recommended test cases from TCR tools.

The Score@1, Score@5, and Score@10 columns present the

average scores of the top 1, 5, and 10 test cases, respectively.

Score@k is computed as:
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Score@k =

∑k
i=1 score(tci)

k
(4)

where k is set to 1, 5, and 10; score(tci) represents the

average score of i-th test case scored by 10 students.

Table IV shows the usefulness scores of the recommended

test cases on the queries covered by different techniques

respectively. In the Scoreall column, we can observe that

the ground-truth test case (i.e., Ground-truth) gets the highest

score, followed by our MUTCR, and the worst is NiCadBased.

From the Score@1 columns, we can observe that our MUTCR

gets a score of 3.68, and outperforms TestTenderer (3.01),

Relatest (1.15), and NiCadBased (0.29). According to the

score interpretation in Table III, we can conclude that most of

the test cases recommended by MUTCR can provide valuable

references for developers to test the query test target. In

addition, from the Score@5 and Score@10 columns, we can

observe that all four techniques get low scores. The dominant

reason is that the number of the test cases recommended by

the four techniques is less than the expected k. In terms of

Score@5 and Score@10, our MUTCR still outperforms the

three baselines.

In Table IV, we only present the usefulness scores averaging

over users and queries. To show the detailed results, we further

present and compare the distribution of usefulness scores

attained by our MUTCR and three baselines (NiCadBased,

Relatest, and TestTenderer). Fig. 7 shows the distribution of

the usefulness scores. From the figure, we can observe that

the distribution of the usefulness scores of the recommenda-

tions found by MUTCR is significantly better than the three

baselines under all k settings (i.e., k = 1, 5, and 10).

TABLE V: The relationships
between usefulness score (US)
and similarity score (SS).

US SS
[0.0, 1.0) 0.00
[1.0, 2.0) 0.29
[2.0, 3.0) 0.38
[3.0, 3.5) 0.39
[3.5, 4.0) 0.45
[4.0, 4.5) 0.66
[4.5, 5.0] 0.95

TABLE VI: The number of
useful recommendations

Techniques k = 1 k = 5 k = 10
NiCadBased 41 44 45
Relatest 180 208 210
TestTenderer 446 498 513
MUTCR 504 613 640

We also analyze the correlation between the usefulness score

used in the user study and the similarity score used in the

automatic evaluation. As shown in Table V, we can observe

that, in general, the usefulness score is positively correlated

with the similarity score. When the similarity score between

the recommended test case and the ground-truth test case is

greater than 0.4, its usefulness score has exceeded 3.5. If

we simply consider recommendation results with a similarity

greater than 0.4 as useful recommendations, otherwise as

useless recommendations, the performance of these four tech-

niques is shown in Table VI. From this table, we can observe

that, compared to NiCadBased, Relatest, and TestTenderer,

MUTCR is able to recommend useful test cases for more

queries (640 when k = 10).

Answer to RQ3.
The statistics of user feedback results demonstrate that
(1) Compared to NiCadBased, Relatest, and TestTenderer,
the test cases recommended by MUTCR are more useful
and closer to ground-truth test cases. (2) MUTCR can
recommend useful test cases for more test targets than three
baselines.

V. THREATS TO VALIDITY

• Internal Validity.
The threat to internal validity lies in the implementation of

the three baselines, i.e., TestTenderer, NiCadBased, and Relat-

est. To mitigate this threat, when implementing their algorithm,

we set all involved configurations strictly as described in their

paper.

In addition, the selection of participants in the human study

might be a threat to internal validity. Due to a monetary limi-

tation, following existing work [37]–[39], we recruit students

instead of professional developers from industry, which may

introduce a bias in our conclusions. To mitigate this threat,

we select participants with varied experience (i.e., formal

work experience, internship work experience, and limited work

experience). Each recommended test case is evaluated by 10

human students, and we use the average score of the 10

students as the final score. Meanwhile, the empirical study

performed by Salman et al. demonstrates that both students

and professional developers have similar performance for a

new software engineering task [40]. As such, we believe the

selection strategy may not be a key point to our user study.

• External Validity.
The threats to external validity mainly lie in the search

corpus and benchmark queries. The richness of the test targets

contained in the search corpus may affect the performance

of different techniques. To mitigate the threat resulting from

the search corpus, we used a large number of Java projects

from GitHub to build the search corpus. In the future, we will

continue to enrich the search corpus through more projects

on Github or other open-source platforms (e.g., SourceForge
3). The selection of benchmark queries may also affect the

performance of different techniques. To mitigate the threat

resulting from the benchmark queries, we randomly selected

1,000 queries from 9,139 test targets extracted from more

than 700 Java projects. Although these queries were randomly

selected, the distribution of the code lines of the methods under

test in these queries is almost the same as that in the large-

scale search corpus. This means that the benchmark queries

are representative. In the future, we will integrate MUTCR

into a mature IDE (e.g., Eclipse and IntelliJ IDEA) to receive

any possible methods under test from developers as queries.

In this paper, we do not evaluate the usefulness of the

recommended test cases by test case recommendation tech-

niques in reducing the effort in creating new test cases, which

might be another threat to external validity. The baseline

Relatest [16] shows that the recommended test cases can

3https://sourceforge.net/
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TABLE IV: The results of the user study on
queries covered by different techniques

Techniques Scoreall Score@1 Score@5 Score@10

Ground-truth – 4.59 – –

NiCadBased 0.29 0.29 0.07 0.03

Relatest 1.09 1.15 0.50 0.37

TestTenderer 2.38 3.01 1.72 1.13

MUTCR 3.03 3.68 2.55 1.98
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Fig. 7: The distribution of the usefulness scores attained by MUTCR and three baselines.

significantly benefit the task of test creation. We use a similar

automatic evaluation method as in the baseline Relatest [16],

that is to measure the textual similarity between ground-

truth test cases and recommended test cases. In the automatic

evaluation, our MUTCR is significantly better than Relatest

in terms of QC and CA@k. Therefore, we have reasons to

believe that the test cases recommended by MUTCR can help

developers reduce the efforts of creating new test tests for

query test targets. We leave the evaluation of the usefulness

of recommendations in reducing the effort in creating tests in

future work.

VI. RELATED WORK

A. Code Similarity Measurement

The test target similarity analysis is essentially a code sim-

ilarity measurement that is a traditional and mature research

field. A large number of code similarity measurement meth-

ods have been proposed one after another [29], [41]. These

methods mainly measure code similarity from two levels of

text and structure. The text level mainly includes string-based

[42], [43] and token-based [44]–[46] methods. The structural

level mainly includes tree-based [47]–[49] and graph-based

[50]–[52] methods. All of these methods have advantages and

disadvantages. Overall, their performance (i.e., accuracy) has

improved over time, but their complexity (including cost) has

also increased. MUTCR measures the test target similarity

based on multi-level signature matching. Compared with long

code text and complex structure, signature information is

relatively short and simple, which can greatly improve the

efficiency of similar test target searches and help realize real-

time test case recommendations. We plan to explore advanced

techniques, such as deep learning-based code semantic repre-

sentation method [21], [53], [54] in future work.

B. Test Case Recommendation

Along with software testing development, test case search

or recommendation [9], [12], [14], [17] gets more and more

attention. Test Recommender [12] recommends test cases from

the project’s test cases to newcomers of the project, aiming

at facilitating learning and test writing. Test Recommender is

useful in facilitating newcomers to learn to write tests, but it

requires that the project that newcomers join is rich in test

cases. Thus, for a new project, it does not work. Mostafa et

al. [9] recommend test cases mined from software repositories

to developers with the help of clone detection techniques,

aiming at supporting developers in creating new test cases.

Compared with the work [12], their technique can achieve

the test case recommendation across project boundaries. But

they only evaluated the proposed technique on a few projects

and did not compare it with others’ techniques. Werner et

al. [14] first built a test case search engine SENTRE which

contains a lot of test cases collected from the open web. Based

on SENTRE, they developed a tool, namely TestTenderer,

used to recommend test cases to developers. TestTenderer

searches for test cases in SENTRE using method signatures

matching and relaxation algorithm. Unfortunately, we haven’t

found either SENTRE or TestTenderer. TeSRS [17] is an

online test recommendation system that can effectively assist

test novices in learning unit testing. TeSRS gets test snippets

from superior crowdsourcing test scripts by program slicing

and recommends test cases by method signature matching.

However, it is only used on an educational platform and its

source code is not public. Its recommendation accuracy may

decline because it only uses method signature as the metric.

The search algorithm proposed by Relatest requires a high

textual similarity between the entire code snippets of the two

test targets. However, two test targets that implement the same

function usually have similar method names but may have

completely different code text because developers may have

different coding styles and wording habits. Compared with

these techniques, MUTCR introduces a multi-level signature

matching strategy to measure test target similarity, which is

not only efficient but also can effectively find more relevant

recommendations.

VII. CONCLUSION

In this paper, we propose a novel multi-level signature

matching for test case recommendation. We develop a proto-

type named MUTCR for test case recommendation. MUTCR

achieves better performance by reasonably leveraging the ad-

vantages of three matching strategies with different strict lev-

els. Our comprehensive experiments have shown that MUTCR

is effective and efficient, and outperforms the state-of-the-art

baselines. Furthermore, statistical results from the user study

show that MUTCR can find useful recommendations for more

query test targets and is better than all baselines.
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